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Presenter Notes
Presentation Notes
The loss metric is a key component of the learning process, as it guides the parameter updates. Also, obtaining an unbiased assessment of model performance generally requires predicting to withheld testing or validation data and using appropriate assessment metrics. Thus, it is important to understand assessment and loss metrics if you want to implement deep learning. 

This section will begin with a discussion of assessment metrics for both regression and classification problems followed by a discussion of loss metrics. 

https://commons.wikimedia.org/wiki/File:Earth_Western_Hemisphere_transparent_background.png#filelinks
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P Developing Testing or Validation Data
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*Randomized

“*Non-overlapping with
your training data

“*Correctly proportioned

*» Accurate


Presenter Notes
Presentation Notes
Before we begin, let’s review the concepts of testing and validation data. In deep learning, the validation data are used to assess the model at the end of each training epoch while the testing data are used to assess the final model. 

In order to produce an unbiased estimate of performance, the testing and validation data must be randomized in some way. 

Also, the training and validation data should not overlap with each other or the testing samples, or the same samples should not be included for both training and assessment. This is because algorithms tend to do a better job of predicting the training samples as opposed to new locations, a phenomenon known as overfitting. So, including training samples as testing or validation samples could inflate the reported performance. 

It is also recommended that testing and validation samples be correctly proportioned relative to the map. For example, if you are mapping land cover and 70% of the mapped area is forest, then 70% of the testing and validation samples should also be forest. 

Lastly, testing and validation data should be accurate. The goal here is to compare the map product to reference data of high quality. It is generally assumed that no data are perfect. So, even the testing and validation data will have some error. We try to avoid using the terms “ground truth” or “ground truthing” for this reason.
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Presenter Notes
Presentation Notes
I have found the R language and environment to be very useful for assessing models since several packages provide implementations of key assessment metrics. This slide provides links to some R packages that are especially useful for performing model assessment. 

https://yardstick.tidymodels.org/
https://topepo.github.io/caret/
https://www.rdocumentation.org/packages/pROC/versions/1.18.0
https://cran.r-project.org/web/packages/diffeR/index.html
https://cran.r-project.org/web/packages/rfUtilities/index.html
https://cran.r-project.org/web/packages/multiROC/index.html
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Accuracy Assessment in Python

s*scikit-learn

**TorchMetrics


Presenter Notes
Presentation Notes
I have found the TorchMetrics package to be especially useful when implementing assessment metrics within training and validation loops as it allows for metrics to be accumulated or aggregated across multiple batches. This package will be demonstrated throughout the PyTorch modules. 

Scikit-learn also provides access to a variety of assessment metrics and tools. 

https://torchmetrics.readthedocs.io/en/stable/
https://scikit-learn.org/stable/

Accuracy Measures: Regression
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RMSE

“*RMSE =

“*Root Mean Square Error (RMSE) will be in the units of y

“*Mean Square Error (MSE) =


Presenter Notes
Presentation Notes
Continuous or numeric predictions, as opposed to classifications, can be assessed using root mean square error or RMSE. MSE, or Mean Square Error, is simply RMSE without the square root applied. RMSE is reported in the units of the variable being predicted while MSE is reported in the square of the units. For example, if you are predicting chemical concentration in parts per million, then RMSE will be reported in parts per million and MSE will be reported in parts per million squared. 

RMSE is calculated by comparing the predicted values to the reference values provided in the validation or testing data. The values are subtracted to obtain a residual or error. The residuals are then squared, summed, then divided by the number of samples. This will provide MSE. The square root is taken to obtain RMSE. Lower RMSE and MSE suggests better performance. 


23 =2(y -y)?
< Residual Sum of Squares = X(y - ¥)?2

“*Proportion of variance in y explained by the model


Presenter Notes
Presentation Notes
Another means by which to assess continuous predictions is R2. This value represents the proportion of variance in the quantity being predicted explained by the model. It is scaled from 0 to 1. 0 indicates that no variance is explained, or this is a poor model, while 1 indicates that all variance is explained. So, higher values are better. Again, this measure would not be appropriate for assessing a classification. 

R2 is not strictly a measure of model accuracy or performance. Instead, it is a measure of variance explained. However, it is still useful for assessing models.


0
Adjusted R?

“*When you have more than one x (multiple regression) you have to use
adjusted R2

“*Adjusted R? =

“*N = sample size, p = number of variables


Presenter Notes
Presentation Notes
When using the training data and when more than one predictor variable is used, R2 must be modified to obtain adjusted R2 to deal with inflation. The equation requires altering R2 based on the sample size and number of predictor variables. 

Note that it is not necessary to perform this adjustment when the withheld testing or validation data are used to obtain R2 as opposed to the training data. 



Akaike Information Criterion (AIC)

“*Used for model comparisons

“*Based in information theory

“+*Considers goodness of fit

“*Penalizes for increased number of predictor variables/model complexity
< Larger value is better

Bayesian Information Criterion (BIC)

“*Based on Bayes’ Theorem

“*Considers goodness of fit

“*Penalizes for increased number of predictor variables/model complexity
“*Lower value is better


Presenter Notes
Presentation Notes
Another option is the Akaike Information Criterion or AIC. This is a measure of the relative quality of statistical models based on information theory. It takes into account both the goodness of fit (i.e., accuracy) and the complexity of the model. Specifically, models are penalized for having a larger number of included predictor variables. AIC is generally used to compare between models and select the best performing models while also taking into account the number of predictor variables. Larger values are preferred. 

An alternative to AIC is the Bayesian Information Criterion (BIC). Similar to AIC, this method takes into account model performance while also penalizing for a large number of predictor variables. In contrast to AIC, it is based on Bayes’ Theorem, and lower values indicate a better model as opposed to larger values, which is the case for AIC. 

AIC and BIC are not commonly used in deep learning applications. 



Accuracy Measures: Multiclass
Classification
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Presenter Notes
Presentation Notes
Many assessment metrics for classification problems are based on the confusion matrix, which is also commonly referred to as an error matrix. 

Using validation or testing samples, a confusion matrix compares the correct or reference classification at a location to the predicted class. Diagonal cells, shaded gray in the example, represent correct classifications. For example, 91 samples in the example were of the forested class and were correctly labelled as forested. All off-diagonals cells represent errors or misclassifications. For example, 4 samples were forested but were incorrectly labelled as pasture/grass. 

The confusion matrix is very informative since it doesn’t just summarize the total amount of error, but also differentiates sources of error. An analysis of the confusion matrix allows for an understanding of what classes are well mapped or poorly mapped and what classes are most confused with one another. For example, 15 cropland locations were misclassified as pasture/grass while 11 pasture/grass samples were misclassified as cropland. This indicates that these two classes are commonly confused. In contrast, only 4 of the water samples were misclassified to another class, suggesting that water is well mapped or differentiated. 

It is important to note that the quality of the assessment will depend greatly on the quality of the validation or testing data. In remote sensing, we tend to avoid using the term “ground truth” for validation samples since it is assumed that even ground samples will have some errors or miss-classifications. Instead, we tend to use the term validation data or testing data. Even if there are errors, it is assumed that the validation data are more accurate than the classification that is being assessed. So, it is important to compare your classification to a dataset this is more accurate. Also, it is generally best that validation samples are collected using randomized sampling methods so as not to bias the assessment. If an analyst hand-picks validation samples, these samples are likely to not represent the true landscape conditions. 
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Confusion Matrix or Error Matrix

“*Explores confusion between classes
+*How were the classes confused?

+»*Should be created from randomized validation data

Reference Data
Accuracy

Data

Not Forest

Accurac
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Presenter Notes
Presentation Notes
This slide provides another example of an error matrix with only two classes. 
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*What can be calculated from a ?

“*Overall Accuracy =

“*Class User’s Accuracy =

“*Class Producer’s Accuracy =
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Presenter Notes
Presentation Notes
From the confusion matrix, it is possible to derive measures of overall classification accuracy and class-level accuracies. 

Overall accuracy is simply the number of correctly classified samples divided by the total number of samples. Or, it is the sum of the diagonal divided by the sum of the entire table. This metric is generally reported either as a proportion (0 to 1) or as a percentage (0% to 100%). 

We will discuss the class-level accuracies on the next slide. 


»
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Metrics

User’s Accuracy Producer’s Accuracy

%1 - Commission error %1 - Omission error

» Probability that a feature «» Probability of a reference
classified on the map feature being correctly
actually represents that classified

category
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Presenter Notes
Presentation Notes
For each mapped class, two different measures of accuracy can be calculated. User’s accuracy is 1 minus the commission error (error associated with samples being included in the wrong class). In contrast, producer’s accuracy is 1 minus omission error (error associated with samples not being included in the correct class). Or, user’s accuracy represents the probability that a feature classified on the map actually represents that category on the ground whereas producer’s accuracy relates to the probability of a reference feature being correctly classified. Similar to overall accuracy, these metrics are reported as proportions (0 to 1) or percentages (0% to 100%). 

The standard way to generate a confusion matrix is to define the columns using the reference data classifications and the rows using the predicted classes. When the rows and columns are defined using this standard, user’s accuracy for each class is calculated as the number correct for the class divided by the row total, which represents the number of samples mapped to that class. In contrast, producer’s accuracy for a class is the number correct for the class divided by the column total, which represents the number of samples from that class in the validation data. 

I actually find these terms to be very confusing. I prefer to simply report commission and omission error, as I feel these terms are more easily understood. However, reporting user’s and producer’s accuracy is the standard in remote sensing. 


< Kappa, Kappa Statistic, Cohen’s Kappa, K-Hat (K)

< Sometimes you are right by random chance

< Kappa offers an adjustment of overall accuracy that takes into account
random or change agreement

% It is considered to be more robust than overall agreement
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Presenter Notes
Presentation Notes
Sometimes features are correctly classified simply by random chance. The Kappa statistic offers a correction of overall accuracy that takes into account chance agreement. It is a commonly reported metric in remote sensing. 

The numerator of Kappa is calculated as the total number of features multiplied by the number of correct features. From this, you subtract the sum of all the row and associated column totals. The denominator is calculated as the square of the number of samples with the sum of all the row and associated column totals subtracted. 

Other terms used for Kappa include the Kappa statistic, Cohen’s Kappa, and K-Hat  (𝐾 ).  𝐾  indicates that a population statistic is being estimated from a sample. 

Kappa is generally reported as a proportion (0 to 1) as opposed to a percentage. It is also possible to calculate confidence intervals and statistically compare Kappa values for different classifications. We will not discuss these additional statistical considerations in this course. 
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Presenter Notes
Presentation Notes
Class user’s and producer’s accuracies have already been calculated on the margins of this example confusion matrix. Make sure you understand how these measures were derived. 

I have now provided the calculations for overall accuracy and Kappa. Make sure you understand how these calculations were derived. For this example, overall accuracy was 0.828 while Kappa was 0.794. 
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Overall Accuracy
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Presenter Notes
Presentation Notes
This slide provides the metric calculations for the second example. 
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P Should we use Kappa?
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International Journal of Remote Sensing @ Taylor & Francis
Vol. 32, No. 15, 10 August 2011, 44074429

Death to Kappa: birth of quantity disagreement and allocation
disagreement for accuracy assessment

ROBERT GILMORE PONTIUS JR* and MARCO MILLONES
School of Geography, Clark University, Worcester, MA 01610, USA

Remote Sensing of Environment 239 (2020) 111630

Contents lists available at ScienceDirect
(Received 27 August 2000; in final form 20 December 2000 Remote Sensing of Environment

journal homepage: www.elsevier.com/locate/rse

The family of Kappa indices of agreement claim to compare a map’s observed
classification accuracy relative to the expected accuracy of baseline maps that can
have two types of randomness: (1) random distribution of the quantity of each cat- Explaining the unsuitability of the kappa coefficient in the assessment and
egory and (2) random spatial allocation of the categories Use of the Kappa indices comparison of the accuracy of thematic maps obtained by image
has become part of the culture in remote sensing and other fields. This article exam- 1 classification
ines five different Kappa indices, some of which were derived by the first author in
200, We expose the indices’ properties mathematically and illustrate their limi-
tations graphically, with emphasis on Kappa's use of randomness as a baseline,
and the often-ignored conversion from an observed sample matrix to the estimated ARTICLE INTO ABSTRACT
population matrix. This article concludes that these Kappa indices are useless, mis- Edted by Marie Weiss The kappa cocffcient is not an index of accuracy, indeed it is not an index of averall agreement but ane of
leading and/or flawed for the practical applications in remote sensing that we have Keywords: - ! ! i e
. k . Aceuracy in the calcula of a kappa c ¢ for typical remote sensing applications. The
seen. After more than a decade of working with these indices, we recommend that Kappa coefficient magnitude of a kappa coefficient is also difficult to interpret. Values that span the full range of widely used
. B N B . interpretation scales, indicating a level of agreement that equates to that estimated to arise from chance alone all
the profession abandon the use of Kappa indices for purposes of accuracy assess-

Giles M. Foody
School of Geography, University of Nottingham, Nottingham NG7 2RD, UK

agreement beyond chance. Chance agreement is, however, irrelevant in an accuracy assessment and is anyway

the way through to almost perfect agreement, can be obtained from i ions that satisfy ing ac-
curacy targets (c.g. for a classification with overall accuracy of 95% the range of possible values of the kappa

ment and map comparison, and instead summarize the cross-tabulation matrix
with two much simpler summary parameters: quantity disagreement and alloca-
tion disagreement. This article shows how to compute these two parameters using
examples taken from peer-reviewed literature.

cocfficient is —0.026 to 0.900). Comparisons of kappa cocfficients are particularly challenging if the classes vary
in their (.. pr as the of a kappa coefficient reflects not only agreement in
labelling but also properties of the populations under study. It is shown that all of the arguments put forward for
the use of the kappa cocfficient in accuracy assessment are flawed and/or irrelevant as they apply equally to
other, sometimes easier to calculate, measures of accuracy. Calls for the kappa cocfficient to be abandoned from

accuracy assessments should finally be heeded and rescarchers are encouraged to provide a set of simple
measures and associated outputs such as estimates of per-class accuracy and the confusion matrix when assessing
and comparing classification accuracy.



Presenter Notes
Presentation Notes
Some researchers have argued that the Kappa statistic should no longer be used. Specifically, they argue that the adjustment for chance agreement is not necessary and misleading. Despite these suggestions, Kappa is still a very commonly reported metric. So, I have included an explanation of it in this course. However, you should be aware that its use is currently somewhat controversial. 

If you are interested in this debate, I would recommend the papers referenced on this slide. 


X = Difference in
proportion of classes

“*Allocation disagreement = Difference in spatial
allocation of classes (further divided into
exchange and shift)

\Z

o + Allocation
Disagreement = Overall Disagreement
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Presenter Notes
Presentation Notes
Pontius and Millones (2011) suggest some alternative metrics to replace Kappa. Specifically, they have argued for the use of quantity disagreement and allocation disagreement. Quantity disagreement relates to the differences in proportions of classes between the reference data and classification result whereas allocation disagreement, which is further divided into exchange and shift disagreement, relates to differences in the location or spatial allocation of the refence data and classification result. 

I feel that these metrics are informative and worth including in accuracy assessment workflows and reports. However, they have not gained wide use and acceptance in the field. 
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Introducing Image Classification Efficacies
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ABSTRACT Accuracy a sment is essential in all image classification-related fields, ranging from

molecular imaging to earth observation. However

ing accuracy metrics are too sensitive to cla

imbalance or lack explicit interpretations for assessing classification performance. Con:

may be misleading when they are applied to compare clas

for classifying different image types. We introduce the metrics of image classification efficacy from medicine
and pharmacology to overcome the limitations of accuracy metrics. We include a baseline classification

of image classification efficacy and apply real-world and hypothetical examples to
further examine their usefulness. Image classification efficacies can be applied at the map and class levels

and for binary and multiclass cla:

The interpretabili

y and comparability of image classification

efficacies facilitate reliable classification method evaluation across data sources. We detail the procedures
assification efficacy assessment for image classification researchers and classifier users.

INDEX TERMS Accuracy, classification algorithms, class

machine learning, remote sen:

1. INTRODUCTION
Machine learning, specifically deep learning, has
deployed in every field that involves image classi
Deep learning has transformed the way we classify images
at any scale. At the micro scale, biomedical imaging can
benefit from deep learning for a better understanding of
irregular human body activities and early diagnosis of severe
diseases [1]-[5S]; at the macro scales, Earth surface char-
acterization [6]-[8] and seven solid Earth geoscience [9]
can be strengthened by applying deep learning. The main
advantage of deep learning is that a well-trained neural net-
work facilitates automated image classification and can be
applied to many different image types. It is essential to assess
the accuracy of classification outputs with a deep learning
classification algorithm for its new applications [10], [11].
As deep-learning classification metho
and advance, the rigorous assessment of neural networks
becomes increasingly vital.

More than a dozen metrics have been invented for e
uating pattern recognition and computer vision [12], [13].
With or without modification, these metrics are extensively

The associate editor coordinating the review of this manuscript and

approving it for publication was Essam A. Rashed

This work is licensed under a Creative Commons Att

sment, image classification,

applied in image cla: -ation-related fields, from molecul

imaging to earth observation. The existing accuracy met
can be divided into three types:
« Type I: Accuracy metrics are directly derived from error
matrices (also known as confusion matricy
for positive-negative binary classification include
accuracy (or overall accuracy) at the map level and
sensitivity, specificity, positive precision, and negative
precision at the class level. Earth resource remote sens
ing often involves multiple classes and traditionally
uses producer’s accuracy (equivalent to sensitivity and
pecificity) and user’ i tive
precision and negative precision) [14]. Although these
accuracy metrics are interpretable, they are affected
by the size distributions of classes and the values of
these accuracy metrics are not as informative as to be
expected [15]
Type II: These accuracy metrics, which are the imn
diate derivatives of Type I accuracy metrics, typically
include balanced accuracy (arithmetic mean of sensiti
ity and specificity) and F1 score (harmonic mean of pos
itive precision and sensitivity). The balanced accuracy
may reduce class imbalance effects but blurs accuracy
interpretation whereas the F1 score may be interpretable

ution-NonCommercial-NoDerivatives 4.0 License.

VOLUME 9, 2021 For more information, see hitps://creativecommons.org/licenses/ by-nc-nd/3.0/ 134809
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Map-Level Image Classification Efficacy
Alternative to Kappa
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Presenter Notes
Presentation Notes
Another alternative to Kappa that has been recently suggested is the map-level image classification efficacy (MICE) metric. We will not discuss this metric in detail in this course. However, if you are interested in learning more, please have a look at the publication referenced here. 

In contrast to Kappa, MICE only uses the reference class margin totals as opposed to both the reference and classification margin totals to adjust overall accuracy for chance agreement. This method has been suggested to be robust to accuracy inflation due to chance agreement and meaningful when the number of samples per class is imbalanced while not suffering from the logical flaws of Kappa.
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Classification
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Presenter Notes
Presentation Notes
When only a single class is differentiated from the image background, as is common in feature extraction tasks, or when only two classes are mapped to generate a binary output, an alternative terminology is commonly used in comparison to multiclass classification. 

Specifically, if one category represents a positive case while the other represents a background or negative case, the terms true positive (TP), false positive (FP), true negative (TN), and false negative (FN) are commonly used. TP samples are those that are in the positive class and are correctly mapped as positive while FPs are not in the positive class but are incorrectly mapped as a positive case. TNs are in the negative class and are correctly mapped as negative while FNs are mapped as negative when they are actually positive. From this cross tabulation, it is possible to derive a variety of metrics. 

Precision represents the proportion of the samples that is correctly classified within the samples predicted to be positive and is equivalent to user’s accuracy (1 – commission error) for the positive class. Recall or sensitivity represents the proportion of the reference data for the positive class that is correctly classified and is equivalent to producer’s accuracy for that class. 

The F1 score, or Dice coefficient, is the harmonic mean of precision and recall, while specificity represents the proportion of negative reference samples that is correctly predicted and is thus equivalent to the producer’s accuracy for the negative class. The user’s accuracy for the negative class is termed the negative predictive value (NPV). 
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Presenter Notes
Presentation Notes
Probabilistic predictions are commonly assessed using Receiver Operating Characteristic curves, or ROC curves. These curves make use of the true positive and false positive rates. True positives represent cases predicted as true that were actually true whereas false positives are cases predicted as true that were actually false. 

For example, if you were trying to predict which subjects had a certain disease, the true positive rate would be the fraction of the total number of subjects that were predicted as having the disease that actually have it. In contrast, the false positive rate would be the fraction of the total number of subjects that were predicted to have the disease but did not. 
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Presenter Notes
Presentation Notes
The ROC curve specifically plots sensitivity, which is equivalent to recall, against specificity. Sensitivity is the true positive rate (or recall) while specificity is 1 minus the false-positive rate. The rates depend on what probability threshold is used. So, instead of performing the assessment at one threshold, assessment is performed at all thresholds to plot a continuous curve.
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Presenter Notes
Presentation Notes
Using the ROC curve, the AUC, or area under the ROC curve, can be calculated. As the name implies, this is simply the area under the ROC curve. This measure is scaled from 0-1, where 1 is the entire area of the ROC graph. This is generally interpreted like a grade scale, as described on the slide. So, larger values are better. An AUC of 0.5 indicates that your model is not doing better than simply taking a random guess. 

Since many algorithms generate class probabilities as a means to obtain the hard classification, ROC curves and the AUC measure are sometimes used to assess classification models. This is especially true for binary classifications. However, a multiclass version of the ROC curve can be generated, and a multiclass AUC can be calculated. 
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Presenter Notes
Presentation Notes
Assessments based on ROC curves do not take into account data imbalance, or the impact of a different number of samples in the two classes. The precision-recall (P-R) curve offers an alternative that takes this imbalance into account. Instead of using specificity, precision is graphed against recall or sensitivity. Similar to the ROC curve, the area under the P-R curve can be calculated as an assessment metric. 
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Presenter Notes
Presentation Notes
Since ROC curves and the associated AUC ROC metric rely on recall and specificity, which are both insensitive to data imbalance, they can be misleading in cases where data imbalance should be taken into account, such as when the mapped classes take up very different proportions on the landscape. Specifically, reported metrics can be overly optimistic in cases of severe class imbalance and/or when the class of interest makes up a small percentage of the landscape. 

For example, if the goal is to map the locations of wetlands in a landscape where this class makes up less than 1% of the landscape, recall provides a quantification of the percentage of wetland samples that were correctly mapped as wetlands while specificity represents the percentage of not wetland samples that were correctly mapped. These two metrics and the associated ROC curve do not incorporate precision, which quantifies the percentage of the samples that were predicted to be wetlands that were actually wetlands. If a large percentage of the landscape is not wetlands, then the ROC curve and AUC ROC measure will not capture issues of FP cases, which may be an important criteria in determining the quality of the classification and the amount of manual labor necessary to improve the results (i.e., manually re-labelling the FP cases to not wetland). 

In such cases, a precision-recall (PR) curve may be more informative since it does incorporate precision, which is sensitive to class imbalance and quantifies the percentage of samples predicted to the positive class that were TPs. This curve plots sensitivity or recall to the x-axis and precision to the y-axis. Similar to ROC, it is possible to generate an area under the curve (AUC PR) metric to obtain a single summary statistic. 



Q Video: ROC Curves Q

30



.o . .
Intersection over Union (IoU)

Reference
Bounding Box

e DOURCIES hoR OF pREE

“*Compare predicted extent ke L
or bounding box to
reference extent or
bounding box

“+Used for object detection

“*Used for computer vision

“*Average for multiple class =
mean IoU (mlIoU) 31


Presenter Notes
Presentation Notes
Expanding upon binary metrics, the computer vision, feature recognition, and deep learning research communities often calculate additional measures by comparing each validation feature to its predicted extent in the image based on overlapping bounding boxes or feature masks. 

This can be accomplished by comparing bounding boxes or classifications at the pixel-level. 

Intersection-over-union (IoU), also known as the Jaccard Index, represents the proportion or area that is shared of the combined area of the reference bounding box and predicted bounding box, or the area of intersection divided by the area of union of the two objects. A larger proportion of shared area or overlap suggests better performance. 

In the provided example, the green box represents the correct or reference bounding box for the bird house object. The red rectangle represents a prediction, and the dashed, black line represents the area of overlap. 

Mean IoU (mIoU) is the mean of IoU for all mapped classes. It is also possible to calculate a weighted mIOU that takes into account differences in class proportions or abundance. 
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Presenter Notes
Presentation Notes
The figure on this slide conceptualizes the average precision (AP) or mean average precision (mAP) metrics. For each individual feature or detected object, correct or incorrect predictions can be defined based on a minimum IoU measure that is deemed acceptable to generate a classification and associated metrics. For example, features correctly classified and with an areal intersection of more than 60% with the associated reference feature could be labelled as TPs while features with less than 60% overlap, or those incorrectly classified, could be labelled as FNs. PR curves can then be generated based on multiple IoU thresholds by comparing the predicted probabilities of samples labelled as TP, FN, and FP. The area under each of these PR curves can then be calculated and averaged to obtain a combined average precision (AP). It is also possible to calculate AP for multiple classes and average them to a single AP value, which is commonly termed mean average precision (mAP); however, the distinction between AP and mAP is often confused in the literature. 

Traditionally, IoU, mIoU, and AP, have been calculated using bounding boxes; however, it is possible to calculate them using pixel-level reference and predicted masks.



Loss Functions: Regression
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Presenter Notes
Presentation Notes
As the DL algorithm learns from the training data and the optimization algorithm updates the weights/parameters, it must monitor some measure of performance in order to know whether the predictions of the training data are improving and learning is occurring. 

This is accomplished by monitoring a loss metric. Loss metrics are measures of error as opposed to measures of accuracy, and the goal is to reduce or minimize this metric via the learning processes. 

A variety of loss metrics have been proposed, and you can even define a custom metric for a specific problem. 

The appropriate loss metric partially depends on whether classification or regression is being performed.
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Presenter Notes
Presentation Notes
Mean square error (MSE) is commonly used to evaluate regression problems. However, this metric can be flawed if the variable being predicted and the associated errors or residuals are not normally distributed. MSE as a loss metric is equivalent to MSE as an assessment metric. 
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Presenter Notes
Presentation Notes
Mean absolute error (MAE) is more robust to outliers than MSE and is an alternative loss metric for regression problems. It is the average of the absolute values of the residuals. 
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Presenter Notes
Presentation Notes
The mean square logarithmic error can be used as a loss metric for regression, as opposed to MSE or MAE, and is particularly useful if the values of y or the variable being predicted vary greatly, such as over orders of magnitude. 

It decreases the impact or weight of errors when predicting large values. 


[.oss Functions: Classification
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Presenter Notes
Presentation Notes
Binary cross entropy is commonly used as a loss metric for binary classification problems. It specifically makes use of the predicted class probabilities of the positive case. When using binary cross entropy as a loss metric, the final layer should output one prediction, which represents the logit associated with the positive class probability. This logit can then be passed through a sigmoid activation function to obtain a probability. If your binary classification architecture generates two logits, one for the positive and one for the negative or background class, then you generally will not use binary cross entropy as a loss metric. 

In the equation, yi is the class label (1 or 0) and pi is the probability of the sample belonging to class 1 (i.e., the positive class). If the reference point belongs to class 1, then the second component of the equation drops out (1-1 = 0). If the class is 0 (i.e., the negative or background class), then the first part of the equation drops out. 

Since a negative is applied, this measure is minimized when features in class 1 have a high predicted probability of being in class 1 while features in class 0 have a low predicted probability of being in class 1. 

To obtain a single metric from all of the predictions and associated labels, results are summed then divided by the number of samples. 
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Presenter Notes
Presentation Notes
Cross-entropy loss is a multiclass version of binary cross entropy. The process of calculating this loss metric is discussed in the following slides. 
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Presenter Notes
Presentation Notes
In order to calculate cross entropy loss, the model must output logits for all classes. These logits can then be converted to probabilities that sum to 1 using a softmax activation. The loss metric requires the predicted class probabilities and associated reference labels as input. 
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Presenter Notes
Presentation Notes
On this slide, I have provided an example output for a single sample. In this case, there are four classes being differentiated. The correct class will be one-hot encoded. Or, the correct class will be assigned a value of 1 and all other classes will be assigned a value of 0. For each sample, the log will be calculated for the reference class probability then multiplied by -1. Results will be summed for each sample (i) for all samples (N) for each class (j) for all classes (M). The sum will then be divided by the number of samples. 
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Presenter Notes
Presentation Notes
Cross entropy loss can be negatively impacted by class imbalance. Since the more abundant classes have more samples, they will have a larger impact on the loss calculation. This can cause the model to focus more on the abundant classes and less on the less abundant classes. This can result in poorer prediction accuracies for the less abundant class, overpredicting the abundance of the more abundant class, and/or underpredicting the abundance of the less abundant classes. 

One means to potentially combat this issue is to apply class weightings. It is common to weight the relative influence of each class based on the inverse of its abundance in the dataset. This can result in a more balanced influence between the classes and, potentially, improved model performance. 
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Presenter Notes
Presentation Notes
Focal losses allow for the prioritization of difficult to classify samples. Over multiple iterations over the training data, the weight updates will be made such that the classification of difficult samples, or those with lower probabilities of membership to the correct class, are prioritized. There are focal versions of both cross entropy and Dice loss available. Dice will be discussed next. 

Larger values of γ will result in putting more weight on difficult training samples. 
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Presenter Notes
Presentation Notes
As an alterative to binary cross-entropy, 1 - Dice, which is equivalent 1 - F1-Score (discussed above), can be used as a loss metric for binary classification problems. 

Since both precision and recall are considered, this metric can be useful when the classes are imbalanced; however, the gradients are generally less consistent, so updating weights using backpropagation can be more difficult. 

A soft Dice metric can be calculated by using the class probabilities as opposed to the hard classifications. 

It is also possible to use Dice for multiclass problems based on an average per class Dice. 
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Presenter Notes
Presentation Notes
As noted in the prior slide, the Dice coefficient is equivalent to the F1 Score. 

It is calculated as 2 times the product of precision and recall divided by the sum of precision and recall. 
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Presenter Notes
Presentation Notes
For multiclass problems and in order to obtain a single metric from multiple class-level Dice or F1-scores, some means of aggregating the values must be applied. 

Macro-averaging works by calculating the metric for each class then taking the average. When using macro-averaging, each class has equal weight in the average. If classes are highly imbalanced, this may be the best choice as all classes will be treated equally in the loss calculations. However, when an aggregated Dice is used as an assessment metric, this can result in misleading assessments since the relative abundance of the classes is not maintained. 

In contrast to macro-averaging, micro-averaging counts the total number of TP, FP, and FN samples across all classes then sums these counts before calculating the aggregated metric. Since each class may have a different number of associated samples, classes with more samples will have a larger weight in the calculation. Micro-averaging may not be appropriate if classes are highly imbalanced when 1 – Dice is used as a loss metric since the more abundant classes would have a higher impact on the loss. When using aggregated Dice or F1-Score as an assessment metric, the micro-averaging method may be more appropriate since the relative proportions of the classes are maintained. 

https://stephenallwright.com/micro-vs-macro-f1-score/
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Presenter Notes
Presentation Notes
The Tversky loss is an augmentation of 1 - Dice loss and allows for different weightings to be applied to false negatives (FNs) and false positives (FPs). Or, different weightings can be applied to recall and precision. 

The key here is that the user can prioritize different types of error during model training. Or, omission and commission errors do not need to be equally weighted. 

The relative weightings of FN and FP outcomes are controlled by the α and β terms. 
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Presenter Notes
Presentation Notes
Focal Tverksy loss adds a γ parameter which can be used to control the relative impact of difficult to classify examples. Larger values of γ will put a larger weight on difficult to classify samples. 
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Presenter Notes
Presentation Notes
Another means to weight difficult to classify samples is to only use the difficult to classify samples in the calculation of the loss. In other words, the K number of samples that contribute most to the loss will be used to guide the weight updates. All other samples will be ignored. Similar to focal loss, there are Top K versions of cross entropy and 1 – Dice loss. 
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Presenter Notes
Presentation Notes
It is also possible to combine loss metrics into a single measure to be minimized during training. 

For example, for binary classification problems, the total loss to be minimized could be the sum of the binary cross-entropy and 1 - Dice losses. 

It is also possible to apply weightings to each metric to adjust the relative influences. 

This slide provides some examples of combined loss options. 
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Presenter Notes
Presentation Notes
If you are interested in accuracy assessment methods for CNN-based DL in remote sensing, we recommend this two-part paper series. The citation for the second component is provided on the next slide. Both are freely available and open-source. 
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Abstract: Convolutional neural network (CNN)-based deep learning (DL) has a wide variety of
applications in the geospatial and remote sensing (RS) sciences, and consequently has been a focus
of many recent studies. However, a review of accuracy assessment methods used in recently
published RS DL studies, focusing on scene classification, object detection, semantic segmentation,
and instance segmentation, indicates that RS DL papers appear to follow an accuracy assessment
approach that diverges from that of traditional RS studies. Papers reporting on RS DL studies
have largely abandoned traditional RS accuracy assessment terminology; they rarely reported a
complete confusion matrix; and sampling designs and analysis protocols generally did not provide a
population-based confusion matrix, in which the table entries are estimates of the probabilities of
occurrence of the mapped landscape. These issues indicate the need for the RS community to develop
guidance on best practices for accuracy assessment for CNN-based DL thematic mapping and object
detection. As a first step in that process, we explore key issues, including the observation that accuracy
assessments should not be biased by the CNN-based training and inference processes that rely on
image chips. Furthermore, accuracy assessments should be consistent with prior recommendations
and standards in the field, should support the estimation of a population confusion matrix, and
should allow for assessment of model generalization. This paper draws from our review of the
RS DL literature and the rich record of traditional remote sensing accuracy assessment research
while considering the unique nature of CNN-based deep learning to propose accuracy assessment
best practices that use appropriate sampling methods, training and validation data partitioning,

assessment metrics, and reporting standards.
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Presenter Notes
Presentation Notes
For more information on loss metrics associated with classification and image segmentation problems, we recommend Ma et al. (2021). Even though this paper focuses on medical image analysis, its findings are applicable to geospatial science. 

https://github.com/JunMa11/SegLoss

Please return to the West Virginia View
Webpage for additional content.



Presenter Notes
Presentation Notes
Thanks! Hope you found this useful. 
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